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ABSTRACT
The article discusses the use of data-driven approaches in television studies, which has become possible due to the increasing availability of digital data. Computational techniques can be used to analyze cultural artifacts, gain insights into audience reactions to specific shows or episodes, and investigate patterns and trends in television programming over time. The article also highlights the challenges of analyzing television series, which are complex open systems that interact with external factors such as the production process, audience feedback, and cultural and social context. Content analysis, which involves qualitative and quantitative methods based on the coding process and data collection, can be used to analyze various elements of a TV series.

Generative AI is also discussed, which refers to the use of deep multimodal algorithms to generate new content such as images, speech, and text. Generative methods like Generative Adversarial Networks (GANs) and Stable Diffusion can create new content that is almost indistinguishable from real data. While generating videos is more challenging, Recurrent Neural Networks (RNNs) like LSTMs can capture the temporal dynamics of the scenes to create interesting and promising applications for complex, but short duration videos.
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Data-driven approaches have become increasingly popular in the humanities for a variety of reasons. The growing availability of digital data means that researchers can analyze, model and interpret cultural artifacts like books, paintings, photographs, and music using computational tools and techniques. This has opened up new avenues for research and analysis that were not previously possible. One example is digital humanities, an interdisciplinary field that emerged from the use of computational methods to study history, literature, arts, and other forms of human culture.

Data-driven approaches allow for the processing of large amounts of data quickly and efficiently, which would be difficult or impossible to do manually. This makes it possible to identify patterns and trends in the data, leading to new insights and discoveries. Data-driven approaches are inherently interdisciplinary, drawing on techniques and methods from computer science, statistics, mathematical physics, and other fields. This has fostered new collaborations and partnerships between humanities scholars and researchers in other disciplines, leading to new perspectives and new areas of inquiry that were previously impossible or impractical to investigate. For example, it is now possible to use computational tools to analyze the spread of ideas and cultural trends across different geographic regions, using data drawn from social networks or other digital sources such as the Web and search engines. Data-driven approaches also allow research findings to be communicated in innovative ways. Interactive visualizations, digital archives, and multimedia presentations enable broader public engagement with humanities research and improve its dissemination.
Applications in Television Studies

The field of data-driven approaches has extended in recent years to the realm of television studies, particularly in the analysis of audience reception and engagement in television programming. By analyzing data from social media platforms like Facebook, Instagram, and especially Twitter, researchers can identify trends in how audiences respond to specific shows or episodes. This approach can provide insights into how audiences interpret and react to various elements of a programme, such as characters, storylines, or themes (Antelmi et al. 2018, Burgess and Bruns 2015, Crespo-Pereira and Juanatey-Boga 2017, Ibrahim et al. 2018, Molteni and Ponce de Leon 2016). Social media has become a valuable source of data for analyzing audience reactions to television shows. There are several methods of using social media data to gain insights into audience responses. Sentiment analysis is one such approach, which involves analyzing the perception of social media posts related to a particular television show. By identifying patterns in audience reactions, such as which characters or storylines are most popular or controversial, sentiment analysis can provide valuable insights into how audiences interpret and respond to different aspects of a show (Antonakaki et al. 2021, Giachanou and Crestani 2016, Rocchi 2022a, 2022b, Scharl et al. 2016). Of particular interest is the use of social media as a second screen: second screen engagement allows viewers to share their opinions, reactions, and commentary with a broader audience and to engage in online live conversations around TV shows (Buschow et al. 2014, Pehlivan 2021, Williams and Gonlin 2017). Another approach is to analyze the use of hashtags related to a television show (Pilař et al. 2021). Both second screen and hashtag analysis can help to identify trends and themes in audience reactions by providing insights into how audiences are discussing the show on social media.

Network analysis involves mapping the relationships between different social media users and their interactions with each other. By identifying key influencers and opinion leaders within the audience, network analysis can provide insights into how opinions and reactions are shared and spread across social media (Hecking et al. 2017, Rocchi 2022b). Content analysis is a further method of analyzing social media data related to a television show. This involves analyzing the text and images of social media posts to gain insights into the specific themes and topics that audiences are discussing (Hagy et al. 2019). Text mining and Natural Language Processing (NLP)
can also be used to analyze large amounts of textual data, such as reviews, to identify patterns in audience responses. By identifying common themes and issues that emerge across different reviews, researchers can gain a deeper understanding of how audiences interpret and respond to cultural artifacts. A very useful tool for processing the data provided by content analysis is topic modeling, a linguistic analysis technique discussed below.

Another way that data-driven approaches are being applied in television studies is through the use of digital archives. Public archives like the Internet Archive’s TV News (http://archive.org/details/tv) provide access to an enormous amount of historical television content that can be analyzed using computational techniques. This allows researchers to investigate patterns and trends in television programming over time, such as changes in genres, formats, or styles. This kind of approach has already enabled, in the field of film, the valorisation of archives and audiovisual materials from the perspective of enhancing cultural heritage and public history. Many projects have been developed, both internationally, such as i-media-cities (https://www.imediacities.eu/, Sala and Bruzzo 2019) and pilot projects dedicated to a single archive, such as PH-Remix (http://www.labcd.unipi.it/ph-remix/). Such projects can be developed to enhance the enormous amount of archival material available in the field of television.

Beyond analyzing the reception and history of television programming, data-driven approaches are also being employed to study the production and distribution of television shows. For instance, network analysis can be used to map the relationships between different producers, networks, and platforms, shedding light on the complex networks that underlie the production and distribution of television content (Ruffino and Brembilla 2016, Fanchi and Tarantino 2020).

**Artificial Intelligence**

Undoubtedly, the application of Artificial Intelligence (AI) has brought a new dimension to the analysis of audiovisual text, which involves scrutinizing textual information within audio and video content. AI systems have been developed with a range of techniques to extract and analyze text from audio and video content. Speech recognition involves using AI algorithms to transcribe spoken language into text, while image recognition utilizes AI algorithms to identify and classify objects and text within images. Additionally, NLP is employed to analyze and understand human language
in text that is embedded in audio and video content, such as transcripts, subtitles, and closed captions. The most common applications of AI in the field of audio-visuals involve automatic transcription and translation. AI systems can automatically generate closed captions for videos by analyzing the spoken content and transcribing it into text and translate subtitles in videos from one language to another. Speech-to-text transcription is possible through AI systems, enabling users to search and analyze spoken content from audio and video recordings. AI systems can analyze video content to identify key topics, themes, and sentiment expressed in the video. Artificial intelligence is often categorized into different types based on their functions and capabilities, like classification and prediction, but also generating new artificial content, as we will discuss.

Classification is a type of AI that involves assigning a label or category to a given input or data point. This task is accomplished by training the AI system to recognize patterns in the input data and using those patterns to make predictions about which category the input belongs to. For instance, an AI system can identify and classify images into different categories such as animals, vehicles, or objects. Another example of classification is sentiment analysis where an AI system can analyze text data and classify it as positive, negative, or neutral based on the sentiment expressed in the text.

Topic modeling is a powerful technique used in NLP and machine learning to uncover the underlying themes and topics within a corpus of text data. One of the most widely used algorithms for topic modeling is Latent Dirichlet Allocation (LDA) (Blei et al. 2003). LDA is based on the assumption that each document in a corpus contains a mixture of topics, and each word in a document is generated by one of those topics. This probabilistic model uses Bayesian inference to estimate the topic distributions, making it a powerful tool for discovering the topics that exist in a text corpus. Another popular algorithm used for topic modeling is Non-negative Matrix Factorization (NMF) (Lee and Seung 1999), which decomposes a term-document matrix into two lower-rank matrices representing the topics and their corresponding weights. Unlike LDA, NMF is a non-probabilistic algorithm that requires an unsupervised learning algorithm to reduce the dimensionality of data into lower-dimensional spaces. Other algorithms that are quite widely used and often derived from the previous two are the Hierarchical Dirichlet Process (HDP), the Correlated Topic Model (CTM), and the Structural Topic Model (STM), that allow for the modeling of topics as a function of covariates, such as time, authorship, or genre.
Recently, there has been a growing interest in the use of deep learning models for topic modeling, particularly with the emergence of powerful pre-trained language models such as BERT and GPT-3. These models have been shown to perform well in a variety of NLP tasks, including topic modeling. One example of a deep learning-based topic modeling algorithm is Bertopic (Grootendorst 2022), which uses BERT as a feature extractor and applies clustering techniques to group similar documents into topics. Bertopic has been shown to outperform traditional topic modeling algorithms such as LDA and NMF on several benchmark datasets (Egger and Yu 2022). While deep learning-based topic modeling algorithms have shown promising results, they also require large amounts of training data and computational resources. Furthermore, their black-box nature can make it difficult to interpret the resulting topics, which may limit their usefulness in certain applications. Nonetheless, the use of deep learning models for topic modeling is an active area of research with potential for further advancements in the field.

Prediction is an important AI technique in the audiovisual field that involves using historical data to forecast future events or outcomes. AI models are trained on past audiovisual data and can learn to recognize patterns and relationships in that data. The system then utilizes these patterns to make predictions about future audiovisual events. For instance, an AI model can analyze historical data on user behavior and predict which streaming platform a user is likely to use based on their viewing history. This information can help streaming platforms optimize their content recommendations and improve user engagement. Another example is content prediction, where AI models can analyze historical data on viewing patterns to predict which type of content is likely to be popular in the future. These predictive algorithms can help streaming platforms reduce churn rates, improve retention, and increase revenue.

These models use a variety of statistical techniques to analyze large datasets and identify relationships and patterns that can be used to predict future outcomes. In machine learning, predictive models are typically trained using supervised learning techniques, which involve providing the algorithm with labelled training data. The algorithm then uses this data to identify patterns and relationships between the input features and the output variable, and then generates a predictive model that can be used to make predictions on new, unseen data. Deep learning models, on the other hand, are a type of artificial neural network that are designed to learn and make predictions, partially inspired by how the human brain work. Deep
learning models typically use multiple layers of artificial neurons to analyze and interpret data, and are particularly effective at processing large, complex datasets.

The most important predictive application in the audiovisual domain is that of recommendation engines (Avezzù 2017, Schrage 2020). The algorithms used by recommendation engines for streaming platforms are typically complex and rely on various machine learning and/or deep learning techniques. The most commonly used approaches include collaborative filtering, content-based filtering and hybrid filtering. Collaborative filtering is based on the idea that users who have similar consumption habits are likely to have similar preferences for songs, movies or TV shows. Collaborative filtering looks at a user’s past behavior, such as the movies they have watched and rated, and then recommends new content based on the viewing history of other users who have similar tastes. Content-based filtering uses features of the movies or TV shows themselves, such as genre, director, or actors, to recommend new content to users. Hybrid filtering combines collaborative filtering and content-based filtering to provide more accurate recommendations. These approaches can be used by implementing various machine learning algorithms or to extract the features of a deep learning model that identifies patterns and relationships between movies or TV shows and user behavior.

**Data-Driven TV Series Analysis**

TV series can be complex in a number of ways, and these complexities can pose both creative and analytical challenges. In a more formal way we might say that TV series are (multimodal, multiscale) open complex systems. One aspect of TV series’ complexity is their narrative structure. TV series often feature multiple plotlines (Pescatore and Rocchi 2019, Rocchi and Pescatore 2022) that intersect and evolve over the course of many episodes, and on different time scales. This can create a sense of continuity and depth that is difficult to achieve in other storytelling formats, like movies. Several approaches have recently been introduced to use quantitative and automatic data extraction and analysis methods for understanding and revealing these complexities in TV series and movies, sometimes using the temporal and statistical properties of shoots and scenes (Cutting et al. 2010, Guha et al. 2015, Huang et al. 2018, Miech et al. 2019, Rao et al. 2020). This also poses a challenge for the so-called *automated summarization*, an-
other interesting problem in TV series’ quantitative analysis (Chen et al. 2004, Bost et al. 2019).

Another aspect of TV series’ complexity is in their character development. TV series often feature large ensemble casts with complex relationships and motivations (Pescatore et al. 2014, Pescatore and Innocenti 2018). Characters may evolve over time, revealing new facets of their personality and backstory as the series progresses. A very instructive and interesting approach to quantitative character identification, without the script, is found in Nagrani and Zisserman (2018), but other approaches also appear in Zhang and colleagues (2008), Maida and colleagues (2011), Tapaswi and colleagues (2012), and Naldi and Dalla Torre (2022). Restricted to audio, this becomes the well-known problem of diarization, where algorithms are developed to learn how to predict who is talking at a given time (Bredin and Gelly 2016, Skowron et al. 2016, Park et al. 2021).

TV series can also be complex in terms of their thematic content. An interesting and relatively new approach to the analysis of television series is that of content analysis, a mix of qualitative and quantitative methods based on the coding process and data collection. Content analysis can be used to quantify and analyze different elements of a TV series, such as formulaic aspects of a particular genre, e.g., legal drama (Rocchi and Sonego 2022), the frequency of certain types of scenes or dialogue, the emotions portrayed by characters, or the cultural representations depicted in the show. It can also be used to identify patterns and trends over time, such as changes in the depiction of certain social issues or the portrayal of certain types of characters (Rocchi and Anselmeti 2021). Many series tackle complex social and political issues and explore nuanced moral and ethical questions. TV series are not only complex in terms of their internal narrative structures and character development, but they are also open systems that interact with a range of external factors (Pescatore 2018), such as the production process, the audience, and the broader cultural and social context. One way in which TV series interact with the production process is through the development and execution of the series itself. TV series are typically produced by a team of writers, directors, producers, and other professionals, who work together try to create a coherent and engaging story arc. The production process can have a significant impact on the final product, as decisions around casting, editing, and marketing can all influence the way the series is received by audiences. TV series are designed to be consumed over a period of time, and as such, they create a relationship between the audience and the story.
Viewers become invested in the characters and their fates and may engage in a range of activities to deepen their understanding of the series, such as online discussion forums, fan fiction, and social media engagement. The feedback and reactions of viewers can also influence the direction of the series, as writers and producers may adjust the storyline or characters in response to audience feedback.

TV series are also influenced by broader cultural and social trends. They may reflect or challenge prevailing cultural norms and values and can be used as a tool for social commentary or political messaging. The broader cultural context in which a series is produced can also influence its reception by audiences, as different social groups may interpret the series in different ways depending on their own cultural and ideological perspectives. This is especially true for long-running series distinctive of broadcast television, which adopt a particular production model. Episodes are produced in parallel with the airing of the series, a few months in advance. The peculiar property of TV series being an open system interacting with the ‘physical’ world comes with another characteristic: a very low latency with respect to external stimuli and the capability of embedding in their narrative, almost immediately, events or facts from the real world. As an example, the Supreme Court ruling on Roe vs. Wade, which made abortion illegal in many U.S. states, can be cited. The ruling is dated June 24, 2022. The medical series *New Amsterdam* devoted an extremely critical episode to it, which aired on November 1, 2022. Considering the production and airing times, the reaction time to a major external event can be estimated to be a couple of months. Actually we believe that there is also a retro action in this interaction: changes in the narrative structure might impact on real cultural or social processes.

**Generative AI**

Another interesting direction that in a relative short future might have a huge impact on the television industry and media studies is the generation of new content using deep multimodal algorithms. A deep multimodal algorithm, as noted above, is an approach to machine learning that combines information from multiple sources, such as text, images, and audio. It is designed to take advantage of the complementary nature of different modalities to improve the accuracy and richness of the analysis and generation of artificial data.
Deep multimodal algorithms have become increasingly popular in recent years, particularly in the fields of NLP and computer vision. They are used for a wide range of tasks, from image and speech recognition to sentiment analysis and recommendation systems. At the core (learning phase) of most deep multimodal algorithms is the Transformer model, which was introduced by Vaswani and colleagues (2017). Transformers use the so-called self-attention mechanisms to encode and decode information in a very efficient way, through a neural network architecture that is capable of processing sequential data, such as text, as well as non-sequential data, such as images. It has been used successfully since then in a variety of natural language and computer vision tasks, often also in multimodal environment (Xu et al. 2022). Examples of this include the Vision-and-Language pre-training models designed to learn joint representations of visual and textual information, enabling it to perform a range of multimodal tasks, such as image captioning and visual question answering (Li et al. 2020, Chen et al. 2023).

Generative methods, such as Generative Adversarial Networks (GANs) and Stable Diffusion, have gained immense popularity in recent years for their ability to create new content (Shahriar 2021). These multimodal generative algorithms can be used in a variety of applications such as image synthesis, speech synthesis, and NLP. For instance, in the field of image synthesis, multimodal generative algorithms can be used to generate photorealistic images that do not exist in reality but look like they could be real. In speech synthesis, they can be used to generate human-like speech that is almost indistinguishable from the real thing. And in natural language processing, they can be used to generate text that is coherent and semantically meaningful.

GANs (Goodfellow et al. 2014) work by training two neural networks simultaneously: a generator and a discriminator. The generator creates new data by generating samples from a random noise input, while the discriminator evaluates the generated samples and decides whether they are real or fake. The two networks are then trained together in a process called adversarial training, where the generator learns to create more realistic samples by fooling the discriminator. Over time, the generator becomes better at generating realistic samples that can fool the discriminator, and the discriminator becomes better at identifying real from fake samples (Karras et al. 2018, Brock et al. 2019, Huang et al. 2021).

Stable Diffusion (Sohl-Dickstein et al. 2015, Ho et al. 2020), on the other hand, is a generative method that involves iteratively refining a noise
input to generate a sample that matches a given target distribution, empirically defined by real images. It uses the principles of diffusion processes in physics (in particular non-equilibrium statistical mechanics) to transform real images through steps of “small gaussian noise”, until all the information is lost, while a deep network learns how to invert the global (irreversible) process. This backward process is then used to generate artificial high-quality images from noise, creating artificial but realistic images of human faces, animals, and landscapes (Ho et al. 2020, 2021, Rombach et al. 2022). Furthermore, the attention mechanism embedded in the transformer can be used to ‘condition’ the generated image to be constrained to some given text, producing amazing artificial images (but also music) with a given style or specific content (see, for example: https://stablediffusionweb.com/).

GANs and diffusion models have shown great success in generating high-quality images and text in a multimodal setup. However, generating videos is more challenging due to the additional temporal dimension involved. In fact, to date, apart from a few exceptions, all applications for video exist in the so-called deepfake, i.e. the exchange of faces of a character in a movie scene, often porn. In order to generate videos, the models need to be able to capture the temporal dynamics of the scenes, for example how the objects and people in the video move and interact with each other over time. This requires incorporating the temporal dimension into the models, which can be done in several ways. The most mature approach is to use Recurrent Neural Networks (RNNs), such as LSTMs (Long Short-term Memory network), to model the temporal dependencies in the video frames. The RNNs can be trained to predict the next frame in the video sequence given the previous frames, and eventually combined with GAN architectures for interesting and promising applications to create complex but short duration videos (Clark et al. 2014, Vondrick et al. 2016, Munoz et al. 2020). Attempts have also applied diffusion methods to videos that forecast interesting future directions (Ho et al. 2022a, 2022b).

The TV series industry and media studies can in future gain from the development and consolidation of these generative methods, but in the short term the reverse is true: TV series could represent an ideal testing ground for the development of new deep multimodal algorithms for complex and long video analysis and generation. Developing multimodal deep algorithms suited to TV series data (for analysis or generative tasks) would also imply the creation of tools for a better exploration and understanding of certain facets of TV series’ complexity. As the technology advances and the data
becomes more diverse and abundant, we can expect to see more exciting and innovative ways of using these algorithms to enhance the TV viewing experience, as well as in production. One future application of generative multimodal deep learning algorithms in the realm of TV series could be, for example, in the creation of personalized interactive TV shows.

Overall, generative multimodal deep learning algorithms have the potential to revolutionize how we design, produce, create and consume TV shows, opening up new possibilities for personalization and interactivity. We cannot precisely predict the future of these generative AI algorithms as they apply to TV production, but change will come and, considering the accelerations of the last five years, mostly probably it will come sooner than expected. It is hard to predict the details of the impact on the TV industry and media studies, but there will be social, economic, and cultural impacts. Considering what is happening at time of writing (in April 2023) with “just one ChatBot” (https://www.bbc.com/news/technology-65139406, https://www.wired.it/article/openai-blocca-chatgpt-in-italia/), we could just about imagine what will happen when we can generate artificial media content of high complexity, long duration and realistic appearance.
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